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Abstract—This paper provides a perceptually transparent rendering algorithm for an ultrasound-based mid-air haptic device. In a series of experiments, we derive a systematic mapping function relating from the device command value to final user’s perceived magnitude of a mid-air vibration feedback. The algorithm is designed for the ultrasonic mid-air haptic interface that is capable of displaying vibro-tactile feedback at a certain focal point in mid-air through ultrasound phased array technique. The perceived magnitude at the focal point is dependent on input parameters, such as input command intensity, modulation frequency, and position of the focal point in the work-space. This algorithm automatically tunes these parameters to ensure that the desired perceived output at the user’s hand is precisely controlled. Through a series of experiments, the effect of the aforementioned parameters on the physical output pressure are mapped, and the effect of this output pressure to the final perceived magnitude is formulated, resulting in the mapping from the different parameters to the perceived magnitude. Finally, the overall transparent rendering algorithm was evaluated, showing better perceptual quality than rendering with simple intensity command.

Index Terms—Contact-less haptics, force feedback, haptic perception, mid-air haptic feedback, psychophysics.

I. INTRODUCTION

Analogous to vision perception where reflected light energy is sensed by light-sensitive membrane in the eyes, humans perceive haptic information by sensing physical, i.e., mechanical/thermal/chemical, energy through the respective sensors underneath the skin [1]. A haptic interface should synthetically generate this physical energy and deliver them to the user’s target body part. In general, these haptic related physical signals take mechanical coupling as a delivery medium, and thus, conventional haptic interface requires direct mechanical attachment to the user’s body part, e.g., holding a pen-type interface [2], wearing a device [3], and an encountered-type interface. This constraint often introduces usability issues and becomes one of major hurdles in many applications.

To overcome this, many researchers are focusing toward providing contact-less force feedback in mid-air where the physical energy is delivered to the user’s skin through air, so no direct attachment or coupling is needed to the user [4]. Three different technological approaches exist. One promising way is to use a laser as a medium of energy transfer in the air [5]. This approach is in its very early stage, and many practical issues, such as safety concerns, are still to be solved. Another approach uses air vortex to convey the energy in the air [6]. This is the simplest way, but the variety of feedback is limited. Another emerging technology is to use ultrasonic waves to transfer haptic-related energy. By controlling the phase of ultrasound waves from an array of ultrasonic transducers, the device can generate a focused acoustic radiation pressure at an arbitrary point on user’s skin [7]. This approach has become an active research area due to significant advantages over other technologies, such as scalability and relatively simpler hardware setup. Many laboratory prototypes and semicommercial products have been developed, e.g., [8]–[10].

Main research focus of ultrasonic-based haptic device has been on the enhancement of physical characteristics of rendered pressure, e.g., increased strength, more focused pressure area, and enlarged work-space [8], [11]. Thanks to these efforts, it is considered that the quality of current implementations of the concept is quite at the level of practical application, and the quantitative physical performances are somewhat saturated. Thus, it is natural that the focus is moved to the perceptual performance of the feedback.

As one of the first step in this line of research, this paper is concerned with a perceptually accurate rendering algorithm specially designed for ultrasound-based haptic interfaces. Our algorithm takes the physical characteristics of the device into account. Due to the nature of phased-delay focus control, perceptual characteristics of the finally rendered pressure change not only as command intensity of the transducer changes, but also as modulation frequency, distance from the transducer array, and lateral position of the focal point in the work-space change. Thus, it is not a trivial task to generate perceptually
stable feedback under different situations. In this paper, we tried to empirically find a function connecting these parameters to perceptual strength of the feedback. This function plays a core role in rendering; the inverse of the function gets desired perceived magnitude and returns command intensity under a given frequency, height, and lateral position. This process can minimize the effect of device dynamics and allows us to solely focus on the final stimuli in feedback design.

This paper is motivated by the work done by Ryu et al. in [12]. They proposed a perceptually transparent rendering algorithm for vibrotactile feedback. In their work, input parameters of vibrations, i.e., modulation frequency and amplitude, are experimentally mapped to associated perceived magnitude, and then the mapping is used in rendering for perceptually accurate feedback. While the conceptual idea is similar, this paper takes a different approach for constructing the mapping, due to increased number of parameters; four inputs in our case, while two inputs in [12]. Instead of directly deriving the mapping, for each modulated frequency, we first connect the inputs to the generated pressure, and then the pressure is related to perceived magnitude. This two-step mapping allows us to avoid nearly infinite number of input parameter combinations for the experiment.

Another benefit of the approach is that it allows to separate the experiment into a physical measurement one and a psychophysical user study. This separation minimizes the amount of effort required for different ultrasonic haptic devices since the only device-dependent step is the first one, and thus, the time-consuming user-involved psychophysical experiment can be avoided. In this paper, we used the mid-air haptic display acquired from the company UltraHaptics to conduct the research [10].

The rest of this paper is organized as follows. The experiments carried out during this study and their results are detailed in Sections III and IV. Steps to implement the transparent rendering algorithm are explained in Section V. Evaluation performed is detailed in Section VI. In Section VII, we provide a detailed discussion based on the results of the experiments. Section VIII concludes this paper.

II. OVERVIEW

The goal of this paper is to build a framework that allows us to precisely control perceived strength of the pressure. To this end, two different experiments are conducted (see Fig. 1).

Experiment 1 establishes UltraHaptics device’s physical characteristics. The original software application programming interface (API) provided in UltraHaptics device allows us to control the pressure intensity, the number, and the position of focal points. In this paper, we focus on the pressure intensity. The API takes normalized intensity value (0–2) coded in the program, which corresponds to a physical strength of the transducer output. As the air wave energy dissipates as it flies in the air, same transducer output strength cannot guarantee the same air pressure in different location of the focal point. In addition, different modulation frequencies affect the output pressure differently. Eventually, without exact mapping from the command intensity value to the proximal stimuli rendered at the users finger, precise rendering cannot be guaranteed. Note that simulation of the pressure in different location and frequency is a challenging task due to the complex nature of the phenomenon. Thus in Experiment 1, we empirically establish the relationship by formulating the effect of the height, lateral displacement of a focal point, and rendered frequency on the mapping between command intensity value and the magnitude of rendered pressure. As a unit of pressure, we used gram force (gf) under the assumption of uniform area of pressure application.
Experiment 2 is a psychophysical experiment. It is well-known that humans have different sensitivity to vibrations with different frequencies due to the characteristics of the mechanoreceptors [13]. Hence, the perceptual precision of the rendering further guaranteed if this frequency effect is considered in rendering algorithm. To this end, through a series of psychophysical experiments we empirically found the absolute threshold (AL) and the supra threshold characteristics depending on rendered pressure in gf and frequency.

By combining the two, the whole route from the command intensity to the perceived magnitude is constructed and can be considered as a function taking command intensity and returning perceived magnitude. The inverse of this function enables the other way around; stimuli designer determines the desired magnitude in perceptual scale, and then the command intensity value (used in the API) is calculated in real time. Following Sections III and IV, detail the procedures and results.

III. EXPERIMENT 1

A. Measurement Hardware and Procedure

A measurement system, shown in Fig. 2, was designed to gauge the air pressure in gf at a focal point with different conditions. The air pressure was measured using a weight scale (the measurement resolution of the scale is 1 mg). A two-dimensional (2-D) motion platform was manufactured and used to precisely and systematically control the ultrasonic haptic device in the xy-plane, while the height of the weight scale was adjusted by moving the z-stage.

Using the measurement system, the rendered pressure at the focal point is captured with different API’s command intensity, the height of the focal point, the lateral deviation of focal point from the center, and rendered frequency of the focal point. The pressure measurement was done by recording five samples for each data point. Each sample was measured by presenting the focal point on the surface of weight scale for 5 s. The final results were computed after taking the average of all the samples for each data point.

B. Effect of Command Intensity and Frequency

We first see the effect of command intensity on the rendered pressure. In order to generate a trend, we fixed the position of the focal point (the height: 250 mm, lateral position: center). Data points were recorded for six different frequencies (40, 80, 120, 160, 240, and 320 Hz) and the input command intensity values of the device were varied from 0 to 2 with a step size of 1 dB between two consecutive values.

The recorded data are shown in Fig. 3. It can be seen that the command intensity and the pressure have a highly nonlinear relationship. It can also be seen that the magnitude of the pressure slightly decreases with increasing frequency. The sole effect of frequency is shown in Fig. 4. Further interpolation of the sample points is conducted using second order polynomials, which will be used to establish the transparent rendering algorithm. The generic equation for the polynomial model is provided in (1) and the fitted parameters for each frequency are presented in Table I.

\[ gf_i = M_i I^2 + N_i I + O_i \]  

where \( gf \) is the gram force and \( I \) is the corresponding input intensity of the device. \( M, N, \) and \( O \) are the coefficients of the
TABLE I
SECOND-ORDER POLYNOMIAL COEFFICIENTS FOR (1)

<table>
<thead>
<tr>
<th>$i$ [Hz]</th>
<th>$M_i$</th>
<th>$N_i$</th>
<th>$O_i$</th>
<th>$R_i^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>320</td>
<td>0.076</td>
<td>0.079</td>
<td>-0.049</td>
<td>0.98</td>
</tr>
<tr>
<td>240</td>
<td>0.073</td>
<td>0.090</td>
<td>-0.049</td>
<td>0.97</td>
</tr>
<tr>
<td>160</td>
<td>0.083</td>
<td>0.089</td>
<td>-0.056</td>
<td>0.99</td>
</tr>
<tr>
<td>120</td>
<td>0.097</td>
<td>0.046</td>
<td>-0.030</td>
<td>0.98</td>
</tr>
<tr>
<td>80</td>
<td>0.103</td>
<td>0.034</td>
<td>-0.019</td>
<td>0.99</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>0.28</td>
<td>-0.171</td>
<td>0.97</td>
</tr>
</tbody>
</table>

third-order polynomial for different frequencies and $i$ represents the corresponding frequency.

### C. Effect of Deviation From Center

In order to judge the sole effect of the distance from the center on the strength of the focal point, all other parameters were kept constant. The input command value, frequency, and height from the device were 2, 240 Hz, and 200 mm, respectively. The focal point was rendered in all four directions away from the center at a maximum distance of 60 mm with a step size of 15 mm.

The result is shown in Fig. 5. It can be seen that the pressure strength decreases monotonically as focal points move away from the center. It was also noted that the overall trend in all four directions remained the same (see the standard deviation bars).

In order to predict the value of force at an arbitrary location in $xy$ plane, we used a third-order polynomial regression model for the interpolation. The model takes the Euclidean distance of focal point from origin as an input, and provides the maximum possible output force at that particular point. The regressed function is

$$xy_{\text{max}}(d) = 2.71 \times 10^{-08}d^3 - 1.07 \times 10^{-5}d^2 - 5.05 \times 10^{-5}d + 0.4152$$

where $d$ is the Euclidean distance of the focal point from center, and $xy_{\text{max}}$ is the maximum output force when height is 200 mm and frequency is 240 Hz.

### D. Effect of Height

A similar measurement experiment was conducted to see the effect of height of a focal point. As shown in Fig. 6, the output $gf$ increases as we move the height of focal point up to 200 mm, and after that it starts to decrease. For the interpolation, a second-order polynomial regression model is used to fit the output $gf$ data measured at different positions along $z$-axis direction (height). The model and the coefficients are as follow:

$$z_{\text{max}}(z) = -1.02 \times 10^{-5}z^2 + 0.0044z + 0.485$$

where $z$ is the height in millimeters and $z_{\text{max}}$ represents change in output $gf$.

### IV. EXPERIMENT 2

In the second experiment, the mapping from $gf$ to the perceived magnitude of the pressure under different frequency values are formulated through a series of psychophysical experiments. In order to reveal the whole mapping, we first find the minimum perceivable force (or AL) for each frequency. Then, the mapping over the threshold level (supra-threshold range) is estimated through magnitude estimation experiment.

#### A. Absolute Threshold

- **Participants:** A total of 12 participants (four females and eight males) took part in this experiment. Their ages ranged from 23 to 34 years and they reported no disabilities.

- **Experimental Setup:** The parameters which were kept constant during this experiment were—the height of focal point at 250 mm and the $xy$ position at the center of device. The focal point was rendered with varying intensity and frequency values. The different rendering frequencies were (40, 80, 120, 160, 240, and 320 Hz), and the input command intensity values of the device were varied from 0 to 2. In this experiment, the stimuli were rendered at the participants’ index finger. Fig. 7 shows the experimental setup.

- **Procedure:** The design of the experiment was based on the adaptive method with staircase procedures. We used one up and one down method which estimates 50 percentile of a psychometric function. There were two different starting points of the staircase procedure—staircase A (odd numbered trials) where presenting stimuli start from very high intensity and staircase B (even numbered trials) begin with perceptually low stimulus. In both staircases, the intensity of the next presenting stimulus increases in case of a participant’s “yes I feel” answer, and it decreases for “no, I do not feel” answer. This process...
An adaptive step size was also considered. In the beginning the step size was 3 dB, but after three reversals it was reduced to 1 dB. The mean of the intensity at the point of reversals provided the AL value. This whole process was repeated for six different rendering frequency. During the experiment, all the participants were given regular breaks after each stimulus presentation for about 5 s in order to minimize fatigue and sensory bias.

**d) Result:** Fig. 8(a) is an example result of the experiment (for 80 Hz frequency at 250 mm height). It can be seen that the staircases converge around a single point after a few reversals and remain at that point. The AL values for all the tested frequencies are provided in Fig. 8(b). It shows that the AL is higher for the low frequencies, then decreases until 160 Hz, remains almost constant up to 240 Hz, and then increases again after that. This result highlights that the most sensitive frequency band is the one between 160 and 240 Hz, which coincides with previous literature [13].

### B. Perceived Magnitude

The second experiment aims to measure the relation of the physical pressure strength of the generated focal point and its perceptual intensity. This relation is experimentally estimated using the absolute magnitude estimation paradigm [14].

**e) Participants:** Another set of 16 participants took part in this paper. Ages of the subjects ranged from 24 to 32 years. None of the participants reported any disabilities.

**f) Stimuli:** The same experimental setup as the AL experiment was used. As the presented stimuli, the gf values were varied with a step size of 1 dB between two consecutive values. Note that actual command to the device was the input command intensity associated to the corresponding gf. The input command levels below AL value were discarded for each frequency. The experiment consisted of 63 conditions—combinations of six frequency values (40, 80, 120, 160, 240, and 320 Hz) and about 7–10 intensity values depending on the AL. Each condition was performed twice.

**g) Procedure:** All participants went through a 5-min practice session. The stimulus in the form of a focal point was presented to a user for about 2 s. Similar to the previous experiment, 5-s breaks were given to the participants between consecutive stimuli presentations. The participants were asked to rate the perceived magnitude of the stimulus on a free scale.

**h) Data Processing:** The result of this experiment was in the form of perceived magnitude values associated with different gf values for different frequencies. Every participant’s data was normalized separately for each frequency. First of all, geometric mean for each subject (and each frequency) was calculated. Afterward, a grand geometric mean was calculated from the individual geometric means for each frequency. Normalization factor was calculated by taking ratio of grand geometric mean to the individual geometric means. Normalization was done by multiplying each participants’ response with the corresponding normalization factor. Due to difference in individual sensitivity, some participants gave “zero” response for intensities in near-threshold level. These intensity levels were not considered.

**i) Results:** The estimated perceived magnitude is presented in Fig. 9(a)–(f) for each frequency. In each graph, the values of perceived magnitude are represented by blue dots along with the error bars which show the standard deviation. From the AL experiment we concluded that the sensitivity of the 240 and 320 Hz frequencies was higher than other frequencies. It was also observed that these two frequencies provided higher perceived magnitude for corresponding values of gf as compared to other frequencies.

For rendering purpose, it was necessary to find a continuous relation between perceived magnitude and the gf value of the
TABLE II
COEFFICIENT VALUES FOR (4)

<table>
<thead>
<tr>
<th>( i ) (Hz)</th>
<th>( P_i )</th>
<th>( Q_i )</th>
<th>( S_i )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>320</td>
<td>-88.569</td>
<td>87.839</td>
<td>-1.849</td>
<td>0.96</td>
</tr>
<tr>
<td>240</td>
<td>-106.14</td>
<td>86.977</td>
<td>-0.029</td>
<td>0.92</td>
</tr>
<tr>
<td>160</td>
<td>-79.730</td>
<td>74.063</td>
<td>-0.512</td>
<td>0.91</td>
</tr>
<tr>
<td>120</td>
<td>-81.745</td>
<td>77.100</td>
<td>-2.307</td>
<td>0.89</td>
</tr>
<tr>
<td>80</td>
<td>-66.499</td>
<td>66.257</td>
<td>-2.069</td>
<td>0.86</td>
</tr>
<tr>
<td>40</td>
<td>-57.066</td>
<td>59.836</td>
<td>-2.806</td>
<td>0.78</td>
</tr>
</tbody>
</table>

focal point. This relation was modeled using a second-order polynomial model shown in Fig. 9 by a red dashed line. The equation for the polynomial model is provided as

\[
PM_i = P_i f_g^2 + Q_i f_g + S_i
\]  

where \( PM \) is the perceived magnitude, \( f_g \) represents the value of \( gf \) and \( P_i, Q_i, \) and \( S_i \) are the coefficient of the second-order polynomial model. The values of the coefficients and the \( R^2 \) for each frequency are reported in Table II.

V. TRANSPARENT RENDERING ALGORITHM

According to the data from previous section, it is observed that the finally rendered perceptual strength of a pressure varies not only with the input command intensity but also with the variation in various parameters. The goal of our transparent rendering is to compensate the effect of these parameters on the perceived magnitude, allowing designers to provide an easy and stable control of perceptual intensity without considering the configuration of the physical parameters. Our approach is a measurement-based one where the mapping functions from the command intensity to the perceived intensity are empirically estimated from the data, which is, to our knowledge, the only practical solution.

One of the practical issues of this approach is that if the dimension of input space increases, it becomes very time consuming and sometimes becomes nearly impossible to measure data for every possible combination of the inputs. In our case, we have four-dimensional input which is already the case of this difficulty. Our approach to overcome this is, instead of covering the whole input space with actual measurement data, we only measure multiple representative lines in the input space, capture the trend of it, and interpolate or extrapolate based on the captured trend.

In the Experiment 1, we have formulated the effect of command intensity for different frequency values at a single fixed position (250 mm height, 0 deviation from the center). Similarly, we see the effect of height at a single frequency, at 0 deviation from the center, and at the maximum command intensity. The trend of the deviation from center parameter is also watched only at a fixed height, frequency, and command intensity.

In order to estimate the mapping function for the area of input space other than these lines, we made a couple of assumptions as follows. First, the trend of effect of input command intensity is preserved over different height and different deviation from center. Second assumption is that the trend of effect of the height changes is also preserved over different intensity, frequency, and the deviation from center. In addition, the effect of the deviation from center is also kept over the other parameters. We empirically proved the correctness of this assumption with errors of which the magnitude is mostly less than the difference threshold of human vibration perception.

Under these assumptions, we predict an input command intensity that can provide a desired output \( gf \) value for an arbitrary perceived magnitude value as follows. Once the desired
perceived magnitude is determined by stimuli designer (along with desired frequency), this desired magnitude can be converted into gf using the inverse of (4).

If the parameter configuration is 0, 200 mm for lateral deviation and height, respectively, then this gf value can be directly inserted into the inverse of (1) yielding the desired intensity $I$. The inverse of (1) can be derived from data by

$$I_i = A_i g^3 + B_i g^2 + C_i g + D_i$$

where $A$, $B$, $C$, and $D$ are the coefficients of the third-order polynomial for different frequencies, and $i$ represents the corresponding frequency. The values for the coefficients for each $i$ are provided in Table III.

However, the estimation becomes invalid if the position of the focal point deviates from (0, 200 mm). In this case, by our assumption (the trend of intensity effect is preserved over height and lateral deviation), $I$ can be still estimated using (5) by inputting a modified gf that is normalized by the effect of height.

$$I_i = A_i g^3 + B_i g^2 + C_i g + D_i$$

The inverse of (1) can be derived from data by

$$I_i = A_i g^3 + B_i g^2 + C_i g + D_i$$

where $A$, $B$, $C$, and $D$ are the coefficients of the third-order polynomial at the position of the focal point in the $xy$ plane. We can discern the factor $g_{fact}$ by directly multiplying it with gf value. The relation can be observed as

$$g_{fact} = g F.$$  

Now the factor $g_{fact}$ can be substituted in (5) to generate the new desired intensity. In (7), the required relation is established.

$$I_{adj} = A_i g_{fact}^3 + B_i g_{fact}^2 + C_i g_{fact} + D_i$$

where $I_{adj}$ is the adjusted command intensity that is required to produce the desired $g_{fact}$ under the influence of normalization factor $F$. As we have already observed, all the parameters partially influence the output $g_{fact}$ so we can represent $F$ as a combination of partial factors as follow:

$$F = F_{xy} F_z$$

where $F_{xy}$ is for the effect of distance from center $F_z$ is for the effect of height.

In (2), we formulated the factor $xy_{max}$ which affects the output $g_{fact}$ at the position of the focal point in the $xy$ plane. We can discern that output force of the focal point depletes as we deviate from the center of the device, as shown in Section III. By using (2), we can formulate the factor $xy_{fact}$ by taking the ratio of maximum output force at 0 mm to the output force at the Euclidean distance ($d$) of the focal point from center as

$$F_{xy} = xy_{max} (0) / xy_{max} (d).$$

Similarly, the factor $F_z$ can also be formulated in the same way by taking the height ($h$) of the focal point from the surface of the device. Mathematically, we can represent the relation using (3) as

$$F_z = \frac{z_{max} (200)}{z_{max} (h)}.$$  

Finally, (7) provides us the dynamically changing command intensity at every point to maintain a fixed perceived magnitude.

### VI. EVALUATION

In this section, the evaluation of our rendering algorithm is performed through two experiments. We first test the rendering results that went through our algorithm to check if the rendered pressure remains constant in case of constant desired pressure with different parameters. In the second experiment, a psychophysical experiment is performed to check the performance of the algorithm in perception domain.

#### A. Measurement Experiment

An experiment was designed to check the accuracy of the rendered output force with varying distance from center. The output was measured with the setup used in the previous section. The algorithm was programmed to render focal points with fixed output force of 0.2 gf at a height of 300 mm from the surface of the device with the frequency of 240 Hz, and the focal points moved from the center to a single direction (positive y) away from the center. A reading was taken at a step size of 15 mm up to a maximum distance of 60 mm.

![Fig. 10. Expected force values versus measured force values at different locations in the $xy$ plane. The error values show the relative error.](image)

Fig. 10 shows the results. There are slight errors between the desired pressure and the measured value, which increases as the focal point moves away from the center. The total root-mean-square error is 0.013, while the average error is 6.49%. Note that this amount of error is not perceptually significant according to human pressure just noticeable difference (about 10%) [15], [16].

#### B. Psychophysical Experiment

The main goal of transparent rendering is to get identical perception of the rendered stimulus with a given constant perceived magnitude regardless of rendering parameters. In order to validate this, a psychophysical experiment was designed to examine how the actual perceived magnitude changed when keeping the desired magnitude constant.

### TABLE III

THIRD-ORDER POLYNOMIAL COEFFICIENTS FOR (5)

<table>
<thead>
<tr>
<th>$i$ [Hz]</th>
<th>$A_i$</th>
<th>$B_i$</th>
<th>$C_i$</th>
<th>$D_i$</th>
<th>$R^2_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>320</td>
<td>34.01</td>
<td>-25.70</td>
<td>8.99</td>
<td>0.32</td>
<td>0.96</td>
</tr>
<tr>
<td>240</td>
<td>31.35</td>
<td>-24.05</td>
<td>8.65</td>
<td>0.31</td>
<td>0.97</td>
</tr>
<tr>
<td>160</td>
<td>32.20</td>
<td>-25.77</td>
<td>8.98</td>
<td>0.29</td>
<td>0.97</td>
</tr>
<tr>
<td>120</td>
<td>21.94</td>
<td>-18.94</td>
<td>7.81</td>
<td>0.34</td>
<td>0.97</td>
</tr>
<tr>
<td>80</td>
<td>29.37</td>
<td>-23.99</td>
<td>8.70</td>
<td>0.28</td>
<td>0.98</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>0</td>
<td>3.41</td>
<td>0.59</td>
<td>0.92</td>
</tr>
</tbody>
</table>
j) Participants: Another group of 16 participants (one female and 15 males) took part in this experiment. Their ages ranged from 23 to 31 years, and they reported no disabilities. Additionally, all the participants were provided monetary compensation for taking part in the experiment.

k) Stimuli and Procedure: The same experimental setup and range of frequencies was used as in Section IV. However, the stimuli were rendered in three different positions P1, P2, and P3 in order to check the effect of perceived magnitude in different positions. The coordinates associated with P1, P2, and P3 were (30, −20, 200 mm), (0, 50, 200 mm), and (30, 30, 200 mm), respectively. Each stimulus was presented for 2 s during experiment.

The experiment consisted of two test stimuli T1 and T2 with perceived magnitude of 6 and 10, respectively, with six different frequencies. There were three reference stimuli R1, R2, and R3 with perceived magnitude of 4, 8, and 12 rendered with fixed frequency of 240 Hz. Here we know that T1 has equal distance from R1 and R2 and has maximum distance from R3. On the other hand, T2 has same distance with R2 and R3, and it is at maximum distance from R1. It was required to check if a stimulus with fix perceived magnitude can represent same perception for all frequencies. In order to validate these facts, all the participants were presented with a pair of test and reference stimuli and were asked to rate their difference of strength on a scale of 0–100. There were a total of 108 pairs (combination of six frequencies, three positions, two test, and three reference stimuli). The participants were given 5-s breaks between consecutive stimuli presentations. All the pairs were rendered randomly in three different positions. Each participant went through a 5-min practice session.

l) Data Analysis and Results: The result of the experiment was obtained by averaging all users responses for each pair. The results, shown in the Fig. 11, are representing the perceptual distance of test stimuli with reference stimuli. In the results of our experiment, we observed the expected behavior as the user rated first test stimulus for each frequency at almost equal distance from first two reference stimuli i.e., 4 and 8 and farther from the third reference stimulus i.e., 12. On the other hand, participants observed second test stimulus T2 at minimum distance with second and third reference stimuli (R2 and R3) and farther from the first stimulus R1. Furthermore, statistical analysis was done on the experimental data by using ANOVA test. For T1, R1, and R2 were found to be significantly different (p < 0.01) from R3. In case of T2, R2, and R3 were found to be significantly different (p < 0.01) from R1. Result shows that the average distance response of the stimulus with two frequencies 40 and 80 Hz was higher than the other frequencies. Whereas the stimuli with other four frequencies were perceived at the same level.

In order to find the quantitative relation between the measured perceptual distances, we calculated the ratio among the distance values for each frequency. First, we calculated the mean value (P1, P2, and P3) of the distances measured between reference points R1, R2, and R3 for each frequency i.e (40, 80, 120, 160, 240, 320) Hz. For T1, the ratios among distances R2/R1, R3/R1, and R3/R2
are shown in Table IV. Here we can observe that T1 has almost same distance from R1 and R2 as their computed ratio is around 1. On the other hand, the ratios of distances T1 and R3 with respect to R1 and R2 are between 1.8–2.2 which validates T1 has larger distance with R3 then R1 and R2. Similarly, for T2 the ratios among distances R1/R2, R1/R3, and R2/R3 are given in the Table IV as well. Here, T2 has the similar distance with R2 and R3 and larger distance with R1.

### VII. DISCUSSION

As discussed earlier, the force output of the UltraHaptics device decreases as we move away from the center in a direction parallel to the plane of the device. Similarly, the force output also changes with respect to height from the device and the operation frequency. However, in certain scenarios we are required to render volumetric object with an output force that provides a constant perceived magnitude to the user. This is important because in real world a given surface exhibits the same physical characteristics across its totality. To this end, the transparent rendering algorithm ensures that the output perceived magnitude remains nearly constant across a volumetric object. From Fig. 10 it is evident that the transparent rendering algorithm can successfully render focal points for a given perceived magnitude by dynamically changing the output force value.

The main strategy behind maintaining a fixed perceived magnitude is to somehow adjust the input command value at different locations. For instance, while moving away from center the command value needs to be increased by a certain factor to maintain transparency during rendering. However, the maximum input command value is capped at 2 and this value translates into gradually decreasing maximum force as we move away from the center. This means that we are unable to produce a given force at a farther distance equal in magnitude to the maximum force at the center. This phenomenon acts as a limiting factor on the maximum constant output force that can be rendered across a volumetric object. The maximum force (against input command value of 2) available at the boundaries of the object is less as compared to the center. Thus, the object can only be rendered with a constant perceived magnitude associated with farthest point on its surface. For example, a volumetric surface centered at zero extends 40 mm along x and y directions. Let’s assume that the maximum output force at center and 40 mm away from the center is 0.2 and 0.15 gf against input command value 2, respectively. In this case, the maximum constant output force that can be rendered across the whole object is 0.15 gf. Thus, the limiting factor in this case is the maximum force available at the location farthest from the center.

One of the limitations of the approach is that for different ultrasonic-based haptic devices, the measurement experiment reported in Section III should be redone. However, the two-step approach used in this paper is the result of our effort to minimize the effect of this limitation. By separating physical measurement step from user-involved psychophysical study, the only step that should be redone is the physical measurement step (from command intensity to gf). We speculate that this is the least process in order for incorporating device-dependent characteristics (e.g., different kinds of command unit, intensity changing characteristics, and so on). For instance, in case of a device where input voltage to the transducers is controlled, the relationship between input voltage and output force can be re-measured and inserted to our algorithm, and then the transparent rendering is achieved.

### VIII. CONCLUSION

In this paper, we designed an algorithm that can maintain transparency between the input and output of the an ultrasonic-based haptic device. To achieve this goal, we performed some experiments to establish a relationship between the input parameters and the actual perception of the focal point. The derived algorithm can help minimize the effect of device dynamics providing consistent output force at the desired focal point.
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**TABLE IV**

RATIO COMPARISON BETWEEN REFERENCE POINT R1, R2, AND R3 FOR TEST POINT T1 AND T2

<table>
<thead>
<tr>
<th>Ratios Comparison</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
</tr>
<tr>
<td>T1 R2-R1</td>
<td>0.97</td>
</tr>
<tr>
<td>R3-R1</td>
<td>1.84</td>
</tr>
<tr>
<td>R3-R2</td>
<td>1.90</td>
</tr>
<tr>
<td>T2 R1-R2</td>
<td>1.90</td>
</tr>
<tr>
<td>R1-R3</td>
<td>1.80</td>
</tr>
<tr>
<td>R2-R3</td>
<td>0.95</td>
</tr>
</tbody>
</table>
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